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Abstract. In the current information-centric era, recommender systems are gain-
ing momentum as tools able to assist users in daily decision-making tasks. They
may exploit users’ past behavior combined with side/contextual information to
suggest them new items or pieces of knowledge they might be interested in.
Within the recommendation process, Linked Data have been already proposed
as a valuable source of information to enhance the predictive power of recom-
mender systems not only in terms of accuracy but also of diversity and novelty
of results. In this direction, one of the main open issues in using Linked Data to
feed a recommendation engine is related to feature selection: how to select only
the most relevant subset of the original Linked Data thus avoiding both useless
processing of data and the so called “curse of dimensionality” problem. In this
paper, we show how ontology-based (linked) data summarization can drive the
selection of properties/features useful to a recommender system. In particular,
we compare a fully automated feature selection method based on ontology-based
data summaries with more classical ones, and we evaluate the performance of
these methods in terms of accuracy and aggregate diversity of a recommender
system exploiting the top-k selected features. We set up an experimental testbed
relying on datasets related to different knowledge domains. Results show the fea-
sibility of a feature selection process driven by ontology-based data summaries
for Linked Data-enabled recommender systems.

1 Introduction

Semantics-aware Recommender Systems (RSs) exploiting information held in knowl-
edge graphs, as the ones available as Linked Data (LD), represent one of the most
interesting and challenging application scenarios for LD. A high number of solutions
and tools have been proposed in the last years showing the effectiveness of adopting LD
(also referred to as knowledge graphs) as knowledge sources to feed a recommendation
engine (see [19] and references therein for an overview). Nevertheless, how to automat-
ically select the “best” subset of a LD dataset to feed a LD-based RS without affecting
the performance of the recommendation algorithm is still an open issue. In other words,
is there any valuable criterion to automatically perform a feature selection (FS) over se-
mantic data available in the Web? Notice that the selection of the top-k features to use



in a RSs means to discover which properties in a LD-dataset (e.g., DBpedia) encode the
knowledge useful in the recommendation task and which ones are just noise [18].

In most of the approaches proposed so far, usually, the FS process is performed by
human experts that choose properties resulting more “suitable” for a given scenario. For
instance, in the movie domain, properties as dbo:starring or dbo:director
look more relevant than dbo:releaseDate or dbo:runtime. Analogously, for
the book domain, properties as dbo:literaryGenre and dbo:author seem
more representative than dbo:numberOfPages or dbp:releaseNumber. Un-
fortunately, a manual selection of features is strongly grounded in the knowledge do-
main and is not prone to be executed automatically. Over the years, many algorithms
and techniques for feature selection , e.g., Information Gain, Information Gain Ratio,
Chi Squared Test and Principal Component Analysis, have been proposed with refer-
ence to machine learning tasks. Yet, they mainly rely on statistical distribution of data
in the dataset and they do not consider a characteristic which makes unique LD: they
come with semantics attached. Ontologies give meaning to data through the modeling
of classes, properties and their mutual relations. Information encoded in the ontological
schema is often under-exploited when developing RSs based on LD; thus in a typical
graph-based RS the exploration of the knowledge graph is driven exclusively by the data
and it goes on by following the “fact” graph, without taking into account the knowledge
lying in the ontology and then in its class hierarchy.

The main objective of this paper is thus to investigate how ontology-based data
summarization [27, 14] can be used as a new and semantic-oriented feature selection
technique for LD-based RSs thus improving results over other non semantic feature
selection techniques. In particular, we define a feature selection method that automat-
ically extracts the top-k properties that are deemed to be more important to evaluate
similarity between instances of a given class on top of data summaries built with the
help of an ontology. The method uses frequency and cardinality descriptors computed
over schema patterns such as 〈dbo:Film,dbo:starring,dbo:Actor〉 extracted
from the data.

We perform an experimental evaluation on three well-known datasets in the RS
domain (Movielens, LastFM, LibraryThing) in order to analyze how the choice of a
particular FS technique may influence the performance of recommendation algorithms
in terms of quality measures such as Precision, Mean Reciprocal Rank (MRR), Catalog
Coverage and Aggregate Entropy which are typical in the field of RSs [7]. Experimental
results show that information provided in ontology-based data summaries selects fea-
tures that achieve comparable, or, in most of the cases, better performance than state-
of-the-art, semantic-agnostic analytical methods such as Information Gain [16].

We believe that these results are interesting also because of practical reasons. The
use of statistical measures like the ones mentioned above for FS require that a user
acquires an entire dataset beforehand and compute the measures on the whole dataset.
Conversely, LD summaries are published on-line and summary-based FS can be per-
formed even without acquiring the entire dataset and efficiently (on top of summary
information). Thus, by using LD summaries for FS, a user could acquire and work
with a subset of the dataset useful for him, without collecting and analyzing an entire



dataset. Finally, these results provide further evidence for the usefulness of these kinds
of summaries and the informativeness of the information they encode.

Some intuitions behind this work were published in previous work [23], where we
tested the use of frequency associated with schema patterns in a FS approach that in-
cluded a manual preprocessing step. The approach was evaluated only in the movie
domain, using, for the recommendation, a similarity measure based on graph kernels.
In this paper, we provide a fully automatic FS method, which leads us to extend the
ontology-based data summarization framework to compute cardinality descriptors. In
addition, for the recommendation, we use a different and well-known similarity mea-
sure and conduct experiments in three different domains.

The paper is organized as follows: in Section 2, we introduce the ontology-based
data summarization approach used in this work, while in Section 3, we describe the
feature selection and recommendation methods. Section 4 is devoted to the explanation
and discussion of the experimental results. Section 5 briefly reviews related literature
for schema and data summarization as well as on recommender systems while Section
6 discuss conclusions and future work.

2 Ontology-driven Linked Data Summarization

While relevance-oriented data summarization approaches are aimed at finding subsets
of a dataset or an ontology that are estimated to be more relevant for the users [28],
vocabulary-oriented approaches are aimed at profiling a dataset, by describing the us-
age of vocabularies/ontologies used in the dataset. The summaries returned by these
approaches are complete, i.e., they provide statistics about every element of the vocab-
ulary/ontology used in the dataset [27]. Statistics captured by these summaries that can
be useful for the feature selection process are the ones concerning the usage of proper-
ties for a certain class of items to recommend.

Patterns and frequency. In our approach we use pattern-based summaries ex-
tracted using the ABSTAT framework3. Pattern-based summaries describe the con-
tent of a dataset using schema patterns having the form 〈C,P,D〉, where C and D,
are types (either classes or datatypes) and P is a property. For example, the pattern
〈dbo:Film,dbo:starring,dbo:Actor〉 tells that films exist in the dataset, in
which star some actors. These patterns are extracted from relational and typing asser-
tions found in RDF datasets. Differently from similar pattern-based summaries [14],
ABSTAT uses the subclass relations in the data ontology, represented in a Type Graph,
to extract only minimal type patterns from relational assertions, i.e, the patterns that are
more type-wise specific according to the ontology4. A pattern 〈C,P,D〉 is a minimal
type pattern for a relational assertion 〈a, P, b〉 according to a type graph G iff C and D
are the types of a and b respectively, which are minimal in G. In a pattern 〈C,P,D〉,
C and D are referred to as source and target types respectively. A minimal type pat-
tern 〈dbo:Film,dbo:starring,dbo:Actor〉 (simply referred to as pattern in

3 ABSTAT summaries for several datasets can be explored at http://abstat.disco.
unimib.it

4 If no ontology is specified, all types are minimal and patterns are extracted like in frameworks
that do not adopt minimalization



the following) tells that there exist entities that have dbo:Film and dbo:Actor as
minimal types which are connected through the property P . Non minimal patterns can
be inferred from minimal patterns and the type graph. Therefore, they can be excluded
as redundant without information loss, making summaries more compact [27]. Each
pattern 〈C,P,D〉 is associated with a frequency, which reports the number of relational
assertions 〈a, P, b〉 from which the pattern has been extracted.

Local cardinality descriptors. For this work, we have extended ABSTAT to extract
local cardinality descriptors, i.e., cardinality descriptors of RDF properties, which are
specific to the patterns in which the properties occur. To define these descriptors, we
first introduce the concept of restricted property extensions. The extension of a property
P restricted to a pattern 〈C,P,D〉 is the set of pairs 〈x, y〉 such that the relational
assertion 〈x, P, y〉 is part of the dataset and 〈C,P,D〉 is a minimal-type pattern for
〈x, P, y〉. When referring to extensions, we keep the well-known terminology used in
RDF triples, using subject and object to refer respectively to the first and the second
element of each pair in the extension. Given a pattern π with a property P , we can
define the functions:

– minS(π),maxS(π), avgS(π), denoting respectively the minimum, maximum and
average number of distinct subjects associated to unique objects in the extension of
P restricted to π;

– minO(π), maxO(π), avgO(π), denoting respectively the minimum, maximum
and average number of distinct objects associated to unique subjects in the exten-
sion of P restricted to π.

All functions return integer values, and, in particular, avgS and avgO return the
integer values closer to the real average values. ABSTAT can also compute global car-
dinality descriptors by adjusting the above mentioned definition so as to consider unre-
stricted property extensions. Local cardinality descriptors carry information about the
semantics of properties as used with specific types of resources (in specific patterns)
and can be helpful for selecting features used to compute the similarity between re-
sources. For example, to compute similarity for movies, one would like to discard prop-
erties that occur in patterns π with dbo:Film as source type and avgS(π) = 1, i.e.,
properties where different objects are linked to different subjects (e.g., movies). We re-
mark that the values of local cardinality descriptors for patterns with a property P may
differ from values of global cardinality descriptors for P . As an example, for the prop-
erty dbo:cinematography we find as global cardinality descriptors minS = 1,
maxS = 249, avgS = 5, minO = 1, maxO = 13, avgO = 1. For the pattern
〈dbo:Film,dbo:cinematography, dbo:Person〉, we find as local cardinality
descriptorsminS = 1,maxS = 249, avgS = 14,minO = 1,maxO = 7, avgO = 1.
More examples of local cardinality descriptors can be found in the faceted-search inter-
face (ABSTATBrowse)5. Observe that our definition of extensions (restricted and unre-
stricted) are de facto based on the Unique Name Assumption, as they consider that two
subjects or two objects denoted by different constants (URIs or literals) are distinct. We
consider this acceptable in relation to the descriptive purpose of the cardinality descrip-

5 http://abstat.disco.unimib.it/browse



tors. Finally, observe that all measures used in ABSTAT are intended to be expressive
for end users, can be easily explained and are based on integer values.

In conclusion, ABSTAT takes a linked dataset and - if specified - one or more on-
tologies as input, and returns a summary that consists of: a type graph, a set of patterns,
their frequency, local an global cardinality descriptors.

3 Semantics-aware Feature Selection

Feature selection is the process of selecting a subset of relevant attributes in a dataset,
removing irrelevant or redundant attributes that can decrease the accuracy of the model
at hand and increase the overfitting risk. Thanks to the feature selection process it is pos-
sible to improve the prediction performance, to provide faster and more cost-effective
predictors and to give a better understanding of the process that generates the data [8]. A
good feature selection technique should exclude features that give no, or little, informa-
tion contribution, as low frequent features or, conversely, popular features assuming al-
ways different values. There are three typical measures of feature selection (i) ”filters”,
statistical measures to assign a score to each feature (here the feature selection process
is a preprocessing step and can be independent from learning[6]); (ii) ”wrapper” where
the learning system is used as a black box to score subsets of features [10]; (iii) em-
bedded methods that perform the selection within the process of training [8]. In the
following, we discuss two approaches used for the feature selection task: the first oper-
ates on the summarization of the datasets and the second operates on the instances of
the datasets.

3.1 Feature Selection with Ontology-based Summaries

As described in Section 2, the ABSTAT framework provides two useful statistics: the
pattern frequency and the cardinality descriptors that are used in the feature selec-
tion process as described in Figure 1. The process starts by considering all patterns
Π = {π1, π2, . . . , πn} of a given class C occurring as a source type. The example in
Figure 1 shows a subset of Π with dbo:Film as source type. The first step of our
approach (FILTERBY) filters out properties based on the local cardinality descriptors.
In particular, it filters only properties for which the average number of distinct subjects
associated with unique objects is more than one (avgS > 1). The rational behind this
step is to consider only those properties connecting one target type with many source
types. In the example, patterns π4 and π8 with dbo:wikiPageExternalLink and
owl:sameAs property respectively are removed because there exists on average only
one subject of type dbo:Film associated with a distinct object. The second step of
the process (SELECTDISTINCTP) selects all properties of the patterns in Π by apply-
ing the maximum of the pattern frequency (# in the Figure). Then, the properties are
ranked (ORDERBY) in a descending order on pattern frequency and then k properties
(TOPK) are selected (k=2).

In some datasets, such as DBpedia, properties may use redundant information
by using same properties with different namespaces, e.g., dbo:starring and
dbp:starring. For this reason, in such case, a pre-processing step for removing
replicated properties to avoid redundant ones is requested (see Section 4.1).



𝝅 P D # avgS
1 dbo:director foaf:Person 93k 4
2 dbo:director dbo:Person 39k 5
3 dbo:director dbo:Producer 16k 7
4 dbo:wikiPageExternalLink owl:Thing 110k 1
5 dbo:starring dbo:Person 49k 4
6 dbo:starring dbo:Actor 218k 7
7 dbo:starring foaf:Person 306k 4
8 owl:sameAs owl:Thing 757k 1
9 dcterms:subject skos:Concept 934k 18
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Fig. 1: Feature selection with ABSTAT
with source type dbo:Film

3.2 Feature Selection with State-of-the-art Techniques

In this work we consider RDF properties as features, so among the different feature
selection techniques available in the literature, we initially selected Information Gain,
Information Gain Ratio, Chi-squared test and Principal Component Analysis as their
computation can be adapted to categorical features as LD and we then evaluated their
effect over the recommendation results. The features selected from each technique have
been used as an input of the recommendation algorithm that uses the Jaccard index as
similarity measure. In order to identify the best technique among the one we selected,
they have been evaluated by using Information Gain (IG), Gain Ration and Chi Squared
Test. At the end, IG resulted as the best performing one6. In order to make the paper
self-consistent we report hereafter the definition of Information Gain. It computes the
expected reduction in entropy occurring when a feature is present versus when it is
absent. For a feature fi, IG is defined as [16]:

IG(fi) = E(I)−
∑

v∈dom(fi)

|Iv|
|I|
∗ E(Iv)

where E(I) is the entropy of the data, Iv is the number of items in which the feature fi
(e.g. director for movies) has a value equal to v (e.g. F.F.Coppola in the movie domain),
and E(Iv) is the entropy computed on data where the feature fi assumes value v. The
IG of a feature fi is higher as the lower is the value of the entropy E(Iv). Then features
are ranked according to their IG value and the top-k ones are returned.
Feature pre-processing. LD datasets usually have a quite large feature set that can be,
at the same time, very sparse depending on the knowledge domain. For instance, taking
into account the movies available in Movielens, properties as dbp:artDirection
or dbp:precededBy are very specific and have a lot of missing values. On the other

6 For the sake of conciseness we do not report all the results here. Results obtained with other
FS techniques can be found at http://ow.ly/zAA530d0wu0



hand, properties as dbo:wikiPageExternalLink or owl:sameAs always have
different and unique values, so they are not informative for a recommendation task.

For this reason, before starting the feature selection process with IG, we performed
a preliminary step to reduce redundant or irrelevant features that bring little value to the
recommendation task, but, at the same time, pose scalability issues. The pre-processing
step has been done following [22]: we fixed a threshold tm = td = 97% both for
missing values and for distinct values and, then, we discarded features for which we
had more than tm of missing values and more than td of distinct values. We did such a
pre-processing step for the three different recommendation datasets Movielens, LastFM
and LibraryThing. Results of our analyses are depicted in Table 1. Please, note that we
had to perform this pre-processing step only to the benefit of IG, as for ABSTAT the
entire process has been done as explained in Section 3.1.

Dataset # of features before pre-processing # of features after pre-processing
Movielens 148 34
LastFM 271 25
LibraryThing 201 22
Table 1: Reduction on the number of features after the pre-processing step.

3.3 Recommendation Method

We implemented a content-based recommender system using an item-based nearest
neighbors algorithm as in [18], where the similarity is computed by means of Jaccard’s
index. We use a Jaccard-based similarity because it is a straight and effective measure
used in semantic recommendation for categorical features. Given two resources i and j
in a LD dataset the metric calculates their similarity as:

jaccard(i, j) =
|N(i)

⋂
N(j)|

|N(i)
⋃
N(j)|

(1)

where N(i) and N(j) are the neighbors of i and j in the RDF graph. In this work, the
neighborhood of i (respectively j) includes all the nodes in the graph reachable start-
ing from the resource i (respectively j) following the properties selected by the feature
selection phase. The neighbors are thus one-hop features. Observe that considering val-
ues of frequent properties like dbo:wikiPageExternalLink or owl#sameAs,
which have always different and unique values, would only bring noise when com-
puting Jaccard similarity. In addition, computing Jaccard using the very large number
of features that can be found in linked datasets (see Table 1) would not be efficient
at runtime, considering that recommendations need to be computed almost at interac-
tive time. These observations provide additional evidence for the need of a FS method
before computing recommendations.

The similarity values are then used to recommend to each user the items which
result most similar to the ones she has liked in the past. Given an item j and a user u,
the following formula is used to predict the rating of items i which is unknown to the
user:

r∗(u, i) =

∑
j∈N(i)∩r(u) jaccard(i, j) · r(u, j)∑

j∈N(i)∩r(u) jaccard(i, j)



where r(u) represents the items rated by the user u, and r(u, j) the rating value given by
the user u with respect to the item i. Therefore, the above equation takes into account
the neighbors of i belonging to the user profile and computes an average of the user
ratings to such neighbors weighted by the similarity values.

4 Experimental Evaluation

4.1 Experimental Setup

Datasets. The evaluation has been carried out on the three datasets belonging to three
different domains, i.e. movies, books, and music. The first recommendation dataset we
tested is based on the Movielens 1M. The original dataset contains 1,000,209 ratings (1-
5 stars) given by 6,040 users to 3,883 movies. The second one, LibraryThing contains
7,112 users, 37,231 books and 626,000 ratings ranging from 1 to 10. The third dataset
comes from recent initiatives on information heterogeneity and fusion in recommender
systems7 [3] and has been built on top of the Last.fm music system8. It originally
contains 1,892 users, 17,632 artists and 92,834 relations between a user and a listened
artist together with their corresponding listening counts.
Measures. While evaluating a recommendation algorithm we are interested in measur-
ing its performances not just in terms of accuracy of the predicted results but also in
terms of their diversity and novelty. Hence, depending on the adopted feature selection
technique we are interested in evaluating the variations of different aspects (accuracy,
diversity, novelty) in the final result. Indeed, some techniques may improve the accuracy
of the recommendation, some improve diversity, others may provide a good trade-off
between diversity and accuracy. Therefore, for evaluating the quality of our recommen-
dation algorithm (given a particular feature selection technique) we used four different
metrics. To evaluate recommendation accuracy, we used Precision (Precision@N) and
Mean Reciprocal Rank (MRR). Precision@N is a metric denoting the fraction of rele-
vant items in the Top-N recommendations. MRR computes the average reciprocal rank
of the first relevant recommended item, and hence results particularly meaningful when
users are provided with few but valuable recommendations (i.e., Top-1 to Top-10) [25].
Aggregate diversity is considered one of the other most important quality factors [1].
A good recommender system should provide a good balance between accuracy and
diversity of results. For instance, recommendations not equally distributed among the
items, even if accurate, indicate a low degree of personalization [1]. To evaluate aggre-
gate diversity, we considered catalog coverage (the percentage of items in the catalog
recommended at least once) and aggregate entropy [1]. The former is used to assess the
ability of a system to cover the item catalog, namely to recommend as many items as
possible. While the latter measures the distribution of the recommendations across all
the items, showing whether the recommendations are concentrated on a few items or
they have a better distribution.

Implementation. Summaries are expected to be computed for entire datasets by
data publishers or third parties and then accessed via web interface efficiently. Extract-
ing the summary and the cardinality descriptors on the full DBpedia takes 6 to 8 hours

7 http://ir.ii.uam.es/hetrec2011/datasets.html
8 http://www.lastfm.com



on a single core (splitted in≈ 1/4 for pattern stats and≈ 3/4 for cardinality descriptors).
Filtering and ranking using information in the summaries is then very efficient (a few
milliseconds, on a base of more than 300K patterns extracted from DBpedia).

We tried different ranking and filtering functions by combining local cardinality
descriptors and pattern frequency to study their effect on feature selection. For lack of
space we include the best three combinations from those proposed in section 3.1:

– AbsMaxS considers as input of SELECTDISTINCTP the maxS instead of the fre-
quency of patterns.

– AbsOccAvgS considers as input of FILTERBY the avgS and SELECTDISTINCTP
the maximum of the pattern frequency.

– AbsOcc*MaxS considers as input of SELECTDISTINCTP the product of maxS
and pattern frequency.

Both for ABSTAT and IG we consider different configurations in the experimental
settings:

– noRep Here, we consider the first N features selected and if there are both dbo:
and dbp: feature (e.g. dbo:starring and dbp:starring) we delete the fea-
ture that appear later in the ranking.

– withRep Here, we take into account both dbo: and dbp: feature (e.g. if among
the first N features there are either dbo:starring or dbp:starring we con-
sider both features in the order in which they appear in the ranking).

– Onlydbp Here, if among the first N features selected there are both dbo: and
dbp: feature we consider only the dbp: one.

– Onlydbo Conversely, here we take into account only the dbo: one. However, no-
tice that in the experiments for Movielens and Lastfm datasets we never have this
configuration as the features selected by such a configuration are exactly the same
selected with the noRep configuration.

ABSTAT Baseline. As a baseline for ABSTAT-based feature selection we use TfIdf
(short for term frequency–inverse document frequency). We use this as baseline for
ABSTAT-based feature selection as TfIdf is a well-known measure to identify most rel-
evant terms (properties in this case) for a document (a class in this case). We adopt TfIdf
in our context where by document we refer to a set of patterns having the same subject-
type and by term we refer to a property. TfIdf is based on the number of properties
occurring in a document that corresponds to Tf and the logarithm of the ratio between
the total number of documents and the number of documents containing the property
that corresponds to Idf. While TF is proportional to the number of properties occurring
in a document, IDF tries to penalize those properties that occur very frequently and
those that rarely occur.

4.2 Results and Discussion

Tables 2, 3, 4 show the experimental results obtained on, respectively, Movielens,
Last.FM and LibraryThing datasets in terms of Precision, MRR, catalogCoverage,
and aggrEntropy. Results are computed over lists of top-10 items recommended by



Precision@10 MRR@10 catalogCoverage@10 aggrEntropy@10
Top K features 5 20 5 20 5 20 5 20
withrep.IG .0658 .1078 .2192 .3417 .3829 .5280 7.56 8.50
withrep.AbsOccAvgS .1059 .1081 .3380 .3477 .5398 .5253 8.70 8.53
withrep.AbsOcc*MaxS .0967 .1074 .3274 .3541 .5962 .5247 8.87 8.54
withrep.AbsMaxS .0919 .1030 .3065 .3400 .6016 .5698 8.96 8.66
withrep.TfIdf .0565 .0851 .2267 .3326 .4347 .3360 8.36 7.80
norep.IG .0841 .1076 .2961 .3390 .3372 .5226 7.94 8.44
norep.AbsOccAvgS .1066 .1076 .3388 .3400 .5344 .5208 8.68 8.45
norep.AbsMaxS .0885 .1063 .3075 .3467 .6234 .5550 8.99 8.60
norep.TfIdf .0823 .0856 .2994 .3123 .3520 .3908 7.83 7.99
dbo.IG .0841 .1076 .2961 .3390 .3372 .5226 7.94 8.44
dbo.AbsOccAvgS .1066 .1067 .3388 .3402 .5344 .5208 8.68 8.51
dbo.AbsMaxS .0885 .1059 .3075 .3464 .6234 .5535 8.99 8.60
dbo.TfIdf .0823 .0856 .2994 .3123 .3520 .3908 7.83 7.99
dbp.IG .0688 .1046 .2134 .3336 .2799 .5065 6.54 8.31
dbp.AbsOccAvgS .1065 .1059 .3408 .3360 .5426 .5105 8.64 8.31
dbp.AbsMaxS .0908 .1030 .3124 .3396 .6219 .5395 8.98 8.52
dbp.TfIdf .0549 .0745 .1924 .2687 .2530 .3575 6.33 7.41
Table 2: Experimental results on the Movielens dataset. Bold values indicates that
the difference with the other methods are statistical significant (T-test with p-value
< 0.0001).

Precision@10 MRR@10 catalogCoverage@10 aggrEntropy@10
Top K features 5 20 5 20 5 20 5 20
withrep.IG .0576 .0588 .2348 .2273 .3983 .4034 10.47 10.44
withrep.AbsOccAvgS .0458 .0568 .2003 .2343 .3670 .4014 10.28 10.50
withrep.AbsOcc*MaxS .0457 .0560 .2116 .2355 .3854 .3826 10.54 10.21
withrep.AbsMaxS .0571 .0567 .2319 .2360 .3689 .4011 10.24 10.29
withrep.TfIdf .0215 .0145 .1607 .1202 .1314 .2349 8.81 9.75
norep.IG .0571 .0579 .2346 .2274 .3988 .4037 10.47 10.44
norep.AbsOccAvgS .0561 .0593 .2328 .2329 .3982 .4030 10.54 10.48
norep.AbsOcc*MaxS .0459 .0570 .2119 .2372 .3852 .3809 10.54 10.15
norep.AbsMaxS .0541 .0567 .2301 .2365 .3653 .4008 10.24 10.29
norep.TfIdf .0215 .0138 .1608 .1211 .1314 .2877 8.81 10.26
dbo.IG .0571 .0579 .2346 .2274 .3988 .4037 10.47 10.44
dbo.AbsOccAvgS .0561 .0593 .2328 .2329 .3982 .4030 10.54 10.48
dbo.AbsOcc*MaxS .0459 .0570 .2119 .2372 .3852 .3809 10.54 10.15
dbo.AbsMaxS .0541 .0567 .2301 .2365 .3653 .4008 10.24 10.29
dbo.TfIdf .0579 .0605 .2374 .2477 .4086 .3991 10.55 10.20
dbp.IG .0586 .0586 .2350 .2299 .4027 .4043 10.49 10.40
dbp.AbsOccAvgS .0623 .0612 .2467 .2342 .3943 .4043 10.42 10.45
dbp.AbsOcc*MaxS .0464 .0606 .2126 .2504 .3862 .3797 10.53 10.07
dbp.AbsMaxS .0571 .0592 .2318 .2398 .3689 .4002 10.24 10.22
dbp.TfIdf .0215 .0132 .1608 .1218 .1314 .2696 8.81 9.96

Table 3: Experimental results on the LastFM dataset.

the RS, which expresses the average number of items to be recommended in similar
domains, using top-k features selected with different configurations. We conducted ex-
periments using top-k selected features for different k, i.e., k = 5, 10, 15, 20, and all



Precision@10 MRR@10 catalogCoverage@10 aggrEntropy@10
Top K features 5 20 5 20 5 20 5 20
withrep.IG .0501 .1325 .2283 .4102 .4290 .5051 11.00 11.18
withrep.AbsOccAvgS .1330 .1320 .4047 .4105 .4812 .5036 11.10 11.18
withrep.AbsOcc*MaxS .1102 .1227 .3649 .3749 .5500 .5332 11.40 11.36
withrep.AbsMaxS .0371 .1156 .1249 .3691 .1680 .5440 9.79 11.39
withrep.TfIdf .1017 .1158 .2960 .3584 .4210 .4602 10.86 10.97
norep.IG .0501 .1311 .2283 .404 .4290 .5018 11.00 11.17
norep.AbsOccAvgS .1305 .1307 .3994 .4074 .4890 .5019 11.11 11.15
norep.AbsOcc*MaxS .1062 .1228 .3546 .3708 .5362 .5161 11.40 11.29
norep.AbsMaxS .0392 .1227 .1952 .3715 .4520 .5344 11.09 11.34
norep.TfIdf .1024 .1132 .3064 .3554 .4026 .4508 10.76 10.96
dbo.IG .0411 .1319 .1989 .4083 .4425 .5053 11.06 11.20
dbo.AbsOccAvgS .1283 .1292 .3986 .4063 .4915 .4949 11.14 11.14
dbo.AbsOcc*MaxS .1062 .1214 .3546 .3710 .5362 .5109 11.40 11.27
dbo.AbsMaxS .0381 .1211 .1927 .3727 .4291 .5222 10.97 11.31
dbo.TfIdf .1024 .1132 .3064 .3554 .4026 .4508 10.76 10.96
dbp.IG .0678 .1319 .2553 .4083 .4364 .5053 10.83 11.20
dbp.AbsOccAvgS .1319 .1316 .4026 .4113 .4926 .5055 11.14 11.20
dbp.AbsOcc*MaxS .1065 .1239 .3580 .3773 .5444 .5270 11.42 11.36
dbp.AbsMaxS .0401 .1105 .1969 .3553 .4528 .5447 11.08 11.42
dbp.TfIdf .0790 .1170 .2371 .3572 .3894 .4698 10.69 11.04
Table 4: Experimental results on the LibraryThing dataset. Bold values indicates that
the difference with the other methods are statistical significant (T-test with p-value <
0.0001).

configurations but we report only results for k = 5, 20 and best configurations for lack
of space9. We highlight in bold only the values for which there is a statistical significant
difference. For Lastfm dataset the differences are not statistical significant so the two
methods are equivalent in selecting features.

Discussion. As an overall result, ABSTAT-based FS leads to the best results in terms
of accuracy and diversity for both the movie and books domains while IG leads to better
results (although not statistically significant) for music.

Specifically, considering the results on Movielens (Table 2), ABSTAT produces bet-
ter accuracy with respect to IG in all the four configurations (noRep, withRep, Onlydbp,
Onlydbo) both with 5 and 20 features. In terms of aggregate diversity, i.e. itemCoverage
and aggrEntropy, ABSTAT is still the best choice, overcoming IG in almost all the situa-
tions. Interestingly, as for diversity we always obtain the best results with the AbsMaxS
configuration. On Lastfm (Table 3) there are no particular differences, and hence the
choice of the method seems irrelevant: both summarization-based and statistical meth-
ods are comparable. Eventually, on LibraryThing (Table 4), ABSTAT strongly beats IG
in almost all the configurations. In particular, it gets more than twice of the precision
and MRR respect to IG in top-5 features scenario. Also in this domain, ABSTAT is the
best choice also in terms of catalog coverage on the AbsMaxS configuration, while the
aggregate distribution is not particularly influenced by the two methods. Summing up,

9 The interested reader can find results for all values of k and configurations on GitHub: http:
//ow.ly/zAA530d0wu0



Domain Number of Minimal Patterns Average Number of Triples Variance
Movies 57757 74,015 549,313
Books 41684 44,966 169,478
Music 40481 80,502 981,509

Table 5: Ontological and data dimensions of the three datasets

ABSTAT beats IG in almost all the configurations on the two datasets Movielens and
LibraryThing, while they act in the same way on the Lastfm dataset.

In order to investigate the reasons behind the different behaviors depending on the
selected knowledge domain, we evaluated two orthogonal dimensions related to their
corresponding sub-graphs. The two dimensions reflect the two different aspects related
to the FS techniques. Indeed, while the ones based on ABSTAT are strongly grounded
in the ontological nature of the knowledge graph, the others (IG, CHI and GR) mainly
consider the triples representing data without taking into account the schema. Hence,
for the three domains of movies, books and music we measured: (i) the number of min-
imal patterns and (ii) the average number of triples per resource and the corresponding
variance. Regarding the former we may say that a higher number of minimal patterns
means a richer and more diverse ontological representation of the knowledge domain.
As for the latter, a high variance in the number of triples associated to resources is a clue
of an unbalanced representation of the items to recommend. Hence, items with a higher
number of triples associated result “more popular” in the knowledge graph compared
to those with only a few. This may reflect in the rising of a stronger content popularity
bias while computing the recommendation results. If we look at the values represented
in Table 5 we see that while the music domain is the one with the lowest number of
minimal patterns and the highest variance, books have the lowest values in terms of
variance and, eventually movies show intermediate values in terms of variance and the
highest number of minimal patterns. Based on these values we may assert that a higher
sparsity in the knowledge graph data may give chance to statistical methods to beat
ontological ones. In other words, it seems that the higher the sparsity of the knowledge
graph at the data level, the lower the influence of the ontological schema in the selection
of the most informative features to build a pure content-based recommendation engine.

5 Related Work

Summarization. Different approaches have been proposed for schema and
data summarization. Here we compare our work to approaches that provide
vocabulary/ontology-based summaries (or profiles) of linked data that describe, even
if in an abstract way, the whole content of a dataset. We refer to [27] for a more detailed
comparison also with summarization approaches for ontologies or aimed at representing
only the most relevant content of a dataset. Several data profiling approaches have been
proposed to describe linked data by reporting statistics about the usage of the vocabu-
laries, types and properties. SchemeEx extracts interesting theoretic measures for large
datasets, by considering the co-occurrence of types and properties [11]. Linked Open
Vocabularies10, RDFStats [12] and LODStats [2] provide such statistics. In contrast,
10 http://lov.okfn.org/



ABSTAT represents connections between types using schema patterns, for which it also
provides cardinality descriptors (a contribution of this paper). Loupe [14], a framework
to summarize and inspect LD, extracts schema patterns that are similar to the ones ex-
tracted by ABSTAT, but without our minimalization approach, and their frequency. The
additional information it provides (e.g., about provenance) does not include cardinality
descriptors for properties or patterns. TermPicker extracts [24] patterns consisting in
triples 〈S,E,O〉, where S and O are sets of types and E is a set of predicates. Instead,
ABSTAT and Loupe extract patterns each consisting in a triple 〈C,P,D〉 where C and
D are types and P a property. TermPicker summaries do not describe cardinality and
are extracted from RDF data without considering relationships between types. Limited
work has addressed the problem of extracting cardinality descriptors - related to min-
ing cardinality constraints - as the ones introduced in this paper. According to a recent
article [15], which proposes a method to define and discover classes of cardinality con-
straints with some preliminary results, current approaches focus only on mining keys or
pseudo-keys (e.g., [26]). We discover richer statistics about property cardinality like the
above mentioned work, but with a purely descriptive approach. In addition, we compute
cardinality descriptors for properties occurring in specific schema patterns.

Recommender Systems. The world of recommender systems can be divided into
two main classes: Collaborative Filtering and Content-Based systems. The former pre-
dicts users interests relying on the statistical information about the users ratings. The
underlying assumption is that users sharing similar scores may have similar preferences,
and similarly scored items may be of interest toassw the same users. Collaborative filter-
ing recommender systems suffer from the data sparsity problem; while, content-based
recommender systems exploit the descriptive content of the item (tags, textual descrip-
tion, etc.) in order to recommend items similar to the ones the user liked in the past.
The latter do not suffer from data sparsity, as they do not rely on the ratings of different
users[13]. Moreover, several times we miss descriptive content information about the
items, by exploiting LD sources like DBpedia[4] we can overcome such a problem
of missing content information. Several are the approaches proposed to exploit infor-
mation extracted from LD in a recommendation scenario. One of the first approach for
using LD in a recommender system was proposed by Heitmann and Hayes[9]. A system
for recommending artists and music using DBpedia was presented in [21]. The task of
cross-domain recommendation leveraging DBpedia as a knowledge-based framework
was addressed in [5], while in [17] the authors present a content-based and context-
aware method adopting a semantic representation based on a combination of distribu-
tional semantics and entity linking techniques. In [20] the authors use a a hybrid graph-
based algorithm based on learning-to-rank method and path-based features extracted
from networks built upon DBpedia and collaborative information [20]. To the best of
our knowledge, the only approaches proposing an automatic selection of LD features
are [16, 23]. In [16] seven different techniques for automatic selection of LD-based fea-
tures are compared. Differently from [16], we are not interested in the best performing
techniques for feature selection. Here we want to investigate if the knowledge encoded
at ontological level can be used to select the most significant properties in a LD for
recommendation purposes. Differently from [23] here we have used a different recom-
mendation algorithm, a new and full automatic approach to pre-processing and to rank



the features coming from the ABSTAT summarization tool and evaluated the approach
on three different datasets. Finally, we observe that even approaches that do not perform
automatic FS like [16, 4, 20] used (hand-crafted) FS to improve their performance.

6 Conclusions

In this work we investigated the role of ontology-based data summarization for feature
selection in recommendation tasks. Having its roots in pure machine learning, feature
selection techniques do not usually exploit the semantics associated to data while com-
puting the importance of a set of features. Here we compare the results coming from
ABSTAT, a schema summarization tool, with classical methods for feature selection
and we show that the former are allowed to compute better predictions not just in terms
of precision of the recommended items but also considering other dimensions such
as diversity. Experiments have been carried out in three different knowledge domains
namely movies, books and music thus showing the effectiveness of a feature selection
based on schema summarization over classical techniques such as Information Gain.

In future work, we plan to use patterns and local cardinality descriptors provided by
ABSTAT summaries to compute the most relevant paths to be used in multi-hop simi-
larity measures used in RSs. As a result, more complex subgraphs that are estimated to
be relevant for LD-based RSs could be extracted. In addition, based on the promising
results obtained in the domain of LD-based RSs, we would like to extend our study to
investigate the effectiveness of ontology-based schema summaries also in other appli-
cation domains where semantic similarity measures are used, for example for semantic
relatedness or entity co-resolution.
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