Adversarial Learning for Recommendation: Applications for Security and Generative Tasks — Concept to Code

VITO WALTER ANELLI, Polytechnic University of Bari, Italy
YASHAR DELDJOO, Polytechnic University of Bari, Italy
TOMMASO DI NOIA, Polytechnic University of Bari, Italy
FELICE ANTONIO MERRA∗, Polytechnic University of Bari, Italy

Adversarial Machine Learning (AML) has initially emerged as the field of study that investigates security issues of conventional and modern machine learning (ML) models. The objective of this tutorial is to present a comprehensive overview on the application of AML techniques for recommendation in a two-fold categorization: (i) AML for the attack/defense purposes, and (ii) AML to build GAN-based recommender models. A theoretical presentation on the topics is paired with two corresponding hands-on sessions to show the efficacy of AML application and push up novel ideas and advances in recommendation tasks. The tutorial is divided into four parts. We start by introducing a summary on state-of-the-art recommender models, including deep learning ones, and we define the fundamentals of AML. Then, we present the Adversarial Recommendation Framework, to represent attack/defense strategies on RSs, and the GAN-based Recommendation Framework, which is at the basis of novel adversarial-based generative recommenders. The presentation of each framework is followed by a practical session. Finally, we conclude with open challenges and possible future works for both applications.
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1 MOTIVATION AND TOPIC IMPORTANCE

Modern recommender systems utilize a variety of machine learning (ML) models, such as the one based on latent factor models (LFMs), to provide users with relevant suggestions about products in a customized fashion. From a ML perspective, such systems’ task can be viewed as a matrix completion task, which aims to predict unknown ratings of an incomplete user-by-item matrix or rank optimization, achieved by placing more relevant items on top of the recommendation ranking list by using a learning-to-rank approach [16,17]. An empirical loss function is used in either of these scenarios to guide the recommendation model learning in the training phase. Notwithstanding the great success of LFMs, which has resulted in a wide variety of models and evaluations metrics, they try to find any available signal in the user interaction data and side-information [11, 22] that can improve recommendation performance accuracy and beyond-accuracy aspects [18]. Unfortunately, these models are not often prepared to handle challenging scenarios,
AML-RecSys combines best practices in ML and security to (i) improve data security in recommender systems tasks or (ii) better mimic the user profile in GAN-based tasks. (Right) Number of papers published related to AML-RecSys.

e.g., malicious data injection that can be performed by a malicious agent to guide the recommendation toward an engineered outcome. Security of recommender systems (RS) has been studied in the context of shilling attacks (between 2000-2015) [1, 3, 7, 8] and attacks based on adversarial machine learning (AML) (between 2015-2020) [14, 17, 27].

ML-based approaches for shilling attacks [16, 19], which are, to some extent, similar to AML from the perspective of using ML-learned techniques. Shilling attacks focus on leveraging the similarities and correlations between user rating profiles to design hand-crafted rating patterns identical to those already in the system to impact the training phase and push the desired item into the recommendation list of users (push attack) or to recommend non-relevant items (to create a mistrust on a system). Attacks based on AML, on the other hand, focus on learning ML-driven perturbations to be added to the data to attack recommendation models at test time. As shown in Figure 1, AML-RecSys combines best practices in the field of security, ML, and RecSys to learn about adversarial attacks and defensive mechanisms. Adversarial attacks are realized by learning non-random norm-constrained perturbations added to raw data (in the case of images) or model parameters of an ML predictor (e.g., user-item embeddings in a LFM) to reduce the prediction quality.

A drastic reduction of recommendation accuracy due to adversarial attacks has been verified in several recent works on RSs, i.e., APR [17], AMR [23], FG-ACAE [26], ATF [6], and TAaMR [12]. On the other side, defense mechanisms have been tested to improve the robustness of RSs under adversarial attacks (e.g., adversarial training [17], defensive distillation [13]). In the first part of this tutorial, we aim to help researchers and practitioners in understanding how to find possible vulnerabilities of RSs, and, eventually, to identify or propose defense strategies.

The adversarial learning paradigm is also the critical element of a novel deep neural generative model, named Generative Adversarial Network (GAN). In this tutorial, we devote a considerable portion of the presentation to introduce a summary of the main advantages of GAN-based recommender systems including more informative negative sampling step in learning-to-rank models [15, 25]; learn the generator to estimate missing ratings by leveraging both temporal [2, 28] and side-information [5, 24]; or reducing cold-start problems by augmenting the training dataset [4, 13].

Figure 1 summarizes the number of AML-RecSys works published in the last few years, which were reviewed and studied in our recent survey [10] and previously presented in a tutorial at WSDM’20 [9].
Summing up, in this tutorial we give the audience an introduction on the application of adversarial learning for RSs: (i) the one focused on security issues; (ii) the other investigating the adoption of generative models in a recommendation scenario. In both cases, the attendees will be supported by practical sessions (by means of Jupyter notebooks) designed for a deeper understanding of the main aspects of AML-RecSys.

2 OUTLINE OF THE TUTORIAL

The tutorial is scheduled in five main slots.

- **Introduction to Recommender Systems and Deep Learning in RS (15 mins).** We start the tutorial with a brief introduction to recommender systems (RSs) and their evolution over the past decade, starting from recommending service described in Grundy (1972) [21], we will briefly show the moving from the classical non-neural era characterized by enhancing the recommendation accuracy to the post neural era where we assisted to the transition from classical learning to deep learning and AML techniques.

- **Foundations of Adversarial Machine Learning in Recommender Systems (30 mins).** We present here the basic definitions and notations used across the following sections. Then, we show a brief overview of the more than 60 publications of AML applications in Recommender Systems collected from top-tier conferences (e.g., SIGIR, RecSys, KDD, WSDM, and IJCAI). Then, we comment on the categorization of AML usage in recommendation scenarios:
  - **AML for the security of RS.** This is the “principal application” of AML in RS, which focuses on adversarial attacks and defense models in RS.
  - **Application of AML in GANs.** This is a topic derived from AML, that is focused on “generative” learning models. Starting from this categorization, we conduct the rest of the tutorial.

- **Adversarial Machine Learning for Security of RS (60 mins).**
  - **Literature review and main concepts AML for security (30 mins).** In this initial section, we will discuss the main publications, show task-based and model-based graphical representations and present a general framework to classify AML approaches in a recommendation task.
  - **Hands-on session on AML for security (30 mins).** After the identification of the main works and the presentation of a basic adversarial framework of AML in RSs, we will provide to the attendees a Jupyter notebook where they can verify step-by-step how much the recommendation performance is reduced by an adversarial perturbation. Then, the hand-son will continue by showing how to implement the adversarial training procedure to make the model robust to the previously experimented adversarial attack. The goal of this practice section is to make the attendee more confident and aware of state-of-the-art adversarial attack issues and defense mechanisms.

- **Adversarial Learning for GAN-based Recommendation (60 mins).**
  - **Literature review and main concepts of GAN-based recommender model (30 mins).** In this initial section, we will discuss the main publications, show task-based and architectural-based categorizations, and present a GAN-based framework to make evident how the adversarial learning may be used in GAN models to address different recommendation tasks (e.g., complementary recommendation, cross-domain recommendation) and solve cold-start issues (e.g., more informative dynamic sampling, data augmentation).
  - **Hands-on session on GAN-based RS (30 mins).** We provide to the attendees a Jupyter notebook where they can verify step-by-step how the typical adversarial minimax game between the generator and the discriminator of a GAN is used in recommendation tasks (e.g., with BPR-MF [20]). The purpose of this practical session is to help researchers in understanding how to use the GAN-based generative paradigm in a recommendation model.
• Conclusions, Grand Challenges and Discussion (15 mins). We round off the tutorial by giving a brief summary, communicating the main take away messages, and providing some practical guidelines for researchers new to the area of AML in RSs. Via the identification and discussion of the open challenges, we further guide researchers and practitioners new to the topic, and hopefully, help them shape their ideas for future research directions on this interesting field. Such challenges include, among others:

1. promote the development of approaches to identify possible security issues of ML-based recommendation models;
2. propose novel defense approaches to improve the robustness of the recommendation system;
3. encourage the research towards novel recommendation models that can exploit GAN to build novel recommender models.

3 ADDITIONAL INFORMATION

Intended Audience: We target researchers and practitioners willing to bridge the gap in perspectives and advances between the Deep Learning and Recommender System fields. We foresee a full-day tutorial of 180 minutes (3 hours) duration. Particular prerequisite knowledge or skills are not required from the audience, except for a basic understanding of the main concepts in recommender systems and machine learning. In the tutorial, we will cover both academic and industrial points of view reflected in the background of the presenters. Accompanying the tutorial, we will publish online a comprehensive set of slides, including references to state-of-the-art works and open implementations of several of the presented techniques, and two Jupyter notebooks used for the hand-on sessions.

Previous Offering of the Tutorial: An initial version of this tutorial has been previously offered as a half-day tutorial to the 13th ACM International WSDM Conference in Houston, Texas from February 3-7, 2020. The slides are publicly available on the GitHub repository.

Type of Support Materials: The tutorial will be supported by:

- GitHub Repository with an overview of the program, all the references and presenters detailed.
- Tutorial slides & Two hands-on sessions: one for the security applications, and one for GAN-based RSs.
- A comprehensive overview within its GitHub repository containing the references with the links to the papers and implementations.
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